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pre face

A P P R O A C H

This book is designed to serve as a first course in an electrical engineering or
an electrical engineering and computer science curriculum, providing students
at the sophomore level a transition from the world of physics to the world of
electronics and computation. The book attempts to satisfy two goals: Combine
circuits and electronics into a single, unified treatment, and establish a strong
connection with the contemporary worlds of both digital and analog systems.

These goals arise from the observation that the approach to introduc-
ing electrical engineering through a course in traditional circuit analysis is fast
becoming obsolete. Our world has gone digital. A large fraction of the student
population in electrical engineering is destined for industry or graduate study
in digital electronics or computer systems. Even those students who remain in
core electrical engineering are heavily influenced by the digital domain.

Because of this elevated focus on the digital domain, basic electrical engi-
neering education must change in two ways: First, the traditional approach
to teaching circuits and electronics without regard to the digital domain must
be replaced by one that stresses the circuits foundations common to both the
digital and analog domains. Because most of the fundamental concepts in cir-
cuits and electronics are equally applicable to both the digital and the analog
domains, this means that, primarily, we must change the way in which we
motivate circuits and electronics to emphasize their broader impact on digital
systems. For example, although the traditional way of discussing the dynam-
ics of first-order RC circuits appears unmotivated to the student headed into
digital systems, the same pedagogy is exciting when motivated by the switching
behavior of a switch and resistor inverter driving a non-ideal capacitive wire.
Similarly, we motivate the study of the step response of a second-order RLC
circuit by observing the behavior of a MOS inverter when pin parasitics are
included.

Second, given the additional demands of computer engineering, many
departments can ill-afford the luxury of separate courses on circuits and on
electronics. Rather, they might be combined into one course.1 Circuits courses

1. In his paper, ‘‘Teaching Circuits and Electronics to First-Year Students,’’ in Int. Symp. Circuits
and Systems (ISCAS), 1998, Yannis Tsividis makes an excellent case for teaching an integrated
course in circuits and electronics.

xix
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treat networks of passive elements such as resistors, sources, capacitors,
and inductors. Electronics courses treat networks of both passive elements
and active elements such as MOS transistors. Although this book offers
a unified treatment for circuits and electronics, we have taken some pains
to allow the crafting of a two-semester sequence one focused on cir-
cuits and another on electronics from the same basic content in the
book.

Using the concept of ‘‘abstraction,’’ the book attempts to form a bridge
between the world of physics and the world of large computer systems. In
particular, it attempts to unify electrical engineering and computer science as the
art of creating and exploiting successive abstractions to manage the complexity
of building useful electrical systems. Computer systems are simply one type of
electrical system.

In crafting a single text for both circuits and electronics, the book takes
the approach of covering a few important topics in depth, choosing more con-
temporary devices when possible. For example, it uses the MOSFET as the
basic active device, and relegates discussions of other devices such as bipolar
transistors to the exercises and examples. Furthermore, to allow students to
understand basic circuit concepts without the trappings of specific devices, it
introduces several abstract devices as examples and exercises. We believe this
approach will allow students to tackle designs with many other extant devices
and those that are yet to be invented.

Finally, the following are some additional differences from other books in
this field:

� The book draws a clear connection between electrical engineering and
physics by showing clearly how the lumped circuit abstraction directly
derives from Maxwell’s Equations and a set of simplifying assumptions.

� The concept of abstraction is used throughout the book to unify
the set of engineering simplifications made in both analog and digital
design.

� The book elevates the focus of the digital domain to that of analog.
However, our treatment of digital systems emphasizes their analog aspects.
We start with switches, sources, resistors, and MOSFETs, and apply KVL,
KCL, and so on. The book shows that digital versus analog behavior is
obtained by focusing on particular regions of device behavior.

� The MOSFET device is introduced using a progression of models of
increased refinement the S model, the SR model, the SCS model, and
the SU model.

� The book shows how significant amounts of insight into the static and
dynamic operation of digital circuits can be obtained with very simple
models of MOSFETs.
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� Various properties of devices, for example, the memory property of capaci-
tors, or the gain property of amplifiers, are related to both their use in analog
circuits and digital circuits.

� The state variable viewpoint of transient problems is emphasized for its
intuitive appeal and since it motivates computer solutions of both linear or
nonlinear network problems.

� Issues of energy and power are discussed in the context of both analog and
digital circuits.

� A large number of examples are picked from the digital domain emphasizing
VLSI concepts to emphasize the power and generality of traditional circuit
analysis concepts.

With these features, we believe this book offers the needed foundation
for students headed towards either the core electrical engineering majors
including digital and RF circuits, communication, controls, signal processing,
devices, and fabrication or the computer engineering majors including
digital design, architecture, operating systems, compilers, and languages.

MIT has a unified electrical engineering and computer science department.
This book is being used in MIT’s introductory course on circuits and elec-
tronics. This course is offered each semester and is taken by about 500 students
a year.

O V E R V I E W

Chapter 1 discusses the concept of abstraction and introduces the lumped
circuit abstraction. It discusses how the lumped circuit abstraction derives
from Maxwell’s Equations and provides the basic method by which electrical
engineering simplifies the analysis of complicated systems. It then introduces
several ideal, lumped elements including resistors, voltage sources, and current
sources.

This chapter also discusses two major motivations of studying electronic
circuits modeling physical systems and information processing. It introduces
the concept of a model and discusses how physical elements can be modeled
using ideal resistors and sources. It also discusses information processing and
signal representation.

Chapter 2 introduces KVL and KCL and discusses their relationship to
Maxwell’s Equations. It then uses KVL and KCL to analyze simple resis-
tive networks. This chapter also introduces another useful element called the
dependent source.

Chapter 3 presents more sophisticated methods for network analysis.
Chapter 4 introduces the analysis of simple, nonlinear circuits.



xxii P R E F A C E

Chapter 5 introduces the digital abstraction, and discusses the second major
simplification by which electrical engineers manage the complexity of building
large systems.2

Chapter 6 introduces the switch element and describes how digital logic
elements are constructed. It also describes the implementation of switches using
MOS transistors. Chapter 6 introduces the S (switch) and the SR (switch-
resistor) models of the MOSFET and analyzes simple switch circuits using
the network analysis methods presented earlier. Chapter 6 also discusses the
relationship between amplification and noise margins in digital systems.

Chapter 7 discusses the concept of amplification. It presents the SCS
(switch-current-source) model of the MOSFET and builds a MOSFET amplifier.

Chapter 8 continues with small signal amplifiers.
Chapter 9 introduces storage elements, namely, capacitors and inductors,

and discusses why the modeling of capacitances and inductances is necessary
in high-speed design.
Chapter 10 discusses first order transients in networks. This chapter also
introduces several major applications of first-order networks, including digital
memory.

Chapter 11 discusses energy and power issues in digital systems and
introduces CMOS logic.

Chapter 12 analyzes second order transients in networks. It also discusses
the resonance properties of RLC circuits from a time-domain point of view.

Chapter 13 discusses sinusoidal steady state analysis as an alternative to
the time-domain transient analysis. The chapter also introduces the concepts of
impedance and frequency response. This chapter presents the design of filters
as a major motivating application.

Chapter 14 analyzes resonant circuits from a frequency point of view.
Chapter 15 introduces the operational amplifier as a key example of the

application of abstraction in analog design.
Chapter 16 discusses diodes and simple diode circuits.
The book also contains appendices on trignometric functions, complex

numbers, and simultaneous linear equations to help readers who need a quick
refresher on these topics or to enable a quick lookup of results.

2. The point at which to introduce the digital abstraction in this book and in a corresponding
curriculum was arguably the topic over which we agonized the most. We believe that introducing
the digital abstraction at this point in the course balances (a) the need for introducing digital systems
as early as possible in the curriculum to excite and motivate students (especially with laboratory
experiments), with (b) the need for providing students with enough of a toolchest to be able to
analyze interesting digital building blocks such as combinational logic. Note that we recommend
introduction of digital systems a lot sooner than suggested by Tsividis in his 1998 ISCAS paper,
although we completely agree his position on the need to include some digital design.
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C O U R S E O R G A N I Z A T I O N

The sequence of chapters has been organized to suit a one or two semester
integrated course on circuits and electronics. First and second order circuits are
introduced as late as possible to allow the students to attain a higher level of
mathematical sophistication in situations in which they are taking a course on
differential equations at the same time. The digital abstraction is introduced as
early as possible to provide early motivation for the students.

Alternatively, the following chapter sequences can be selected to orga-
nize the course around a circuits sequence followed by an electronics sequence.
The circuits sequence would include the following: Chapter 1 (lumped circuit
abstraction), Chapter 2 (KVL and KCL), Chapter 3 (network analysis), Chapter 5
(digital abstraction), Chapter 6 (S and SR MOS models), Chapter 9 (capacitors
and inductors), Chapter 10 (first-order transients), Chapter 11 (energy and
power, and CMOS), Chapter 12 (second-order transients), Chapter 13 (sinu-
soidal steady state), Chapter 14 (frequency analysis of resonant circuits), and
Chapter 15 (operational amplifier abstraction optional).

The electronics sequence would include the following: Chapter 4 (nonlinear
circuits), Chapter 7 (amplifiers, the SCS MOSFET model), Chapter 8 (small-
signal amplifiers), Chapter 13 (sinusoidal steady state and filters), Chapter 15
(operational amplifier abstraction), and Chapter 16 (diodes and power circuits).

W E B S U P P L E M E N T S

We have gathered a great deal of material to help students and instructors
using this book. This information can be accessed from the Morgan Kaufmann
website:

www.mkp.com/companions/1558607358
The site contains:

� Supplementary sections and examples. We have used the icon W W W in
the text to identify sections or examples.

� Instructor’s manual

� A link to the MIT OpenCourseWare website for the authors’ course,
6.002 Circuits and Electronics. On this site you will find:

� Syllabus. A summary of the objectives and learning outcomes for
course 6.002.

� Readings. Reading assignments based on Foundations of Analog and
Digital Electronic Circuits.

� Lecture Notes. Complete set of lecture notes, accompanying video
lectures, and descriptions of the demonstrations made by the
instructor during class.
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� Labs. A collection of four labs: Thevenin/Norton Equivalents and
Logic Gates, MOSFET Inverting Amplifiers and First-Order Circuits,
Second-Order Networks, and Audio Playback System. Includes an
equipment handout and lab tutorial. Labs include pre-lab exercises,
in-lab exercises, and post-lab exercises.

� Assignments. A collection of eleven weekly homework assignments.

� Exams. Two quizzes and a Final Exam.

� Related Resources. Online exercises in Circuits and Electronics for
demonstration and self-study.

A C K N O W L E D G M E N T S

These notes evolved out of an initial set of notes written by Campbell Searle for
6.002 in 1991. The notes were also influenced by several who taught 6.002 at
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Parker, Dimitri Antoniadis, Steve Umans, David Perreault, Karl Berggren, Gerry
Wilson, Paul Gray, Keith Carver, Mark Horowitz, Yannis Tsividis, Cliff Pollock,
Denise Penrose, Greg Schaffer, and Steve Senturia. We are also grateful to our
reviewers including Timothy Trick, Barry Farbrother, John Pinkston, Stephane
Lafortune, Gary May, Art Davis, Jeff Schowalter, John Uyemura, Mark Jupina,
Barry Benedict, Barry Farbrother, and Ward Helms for their feedback. The help
of Michael Zhang, Thit Minn, and Patrick Maurer in fleshing out problems and
examples; that of Jose Oscar Mur-Miranda, Levente Jakab, Vishal Kapur, Matt
Howland, Tom Kotwal, Michael Jura, Stephen Hou, Shelley Duvall, Amanda
Wang, Ali Shoeb, Jason Kim, Charvak Karpe and Michael Jura in creating
an answer key; that of Rob Geary, Yu Xinjie, Akash Agarwal, Chris Lang,
and many of our students and colleagues in proofreading; and that of Anne
McCarthy, Cornelia Colyer, and Jennifer Tucker in figure creation is also grate-
fully acknowledged. We gratefully acknowledge Maxim for their support of this
book, and Ron Koo for making that support possible, as well as for capturing
and providing us with numerous images of electronic components and chips.
Ron Koo is also responsible for encouraging us to think about capturing and
articulating the quick, intuitive process by which seasoned electrical engineers
analyze circuits our numerous sections on intuitive analysis are a direct result
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the c i rcu i t ab s tract ion 1
‘‘Engineering is the
purposeful use of science.’’
s t e v e s e n t u r i a

1.1 T H E P O W E R O F A B S T R A C T I O N

Engineering is the purposeful use of science. Science provides an understanding
of natural phenomena. Scientific study involves experiment, and scientific laws
are concise statements or equations that explain the experimental data. The
laws of physics can be viewed as a layer of abstraction between the experimental
data and the practitioners who want to use specific phenomena to achieve their
goals, without having to worry about the specifics of the experiments and
the data that inspired the laws. Abstractions are constructed with a particular
set of goals in mind, and they apply when appropriate constraints are met.
For example, Newton’s laws of motion are simple statements that relate the
dynamics of rigid bodies to their masses and external forces. They apply under
certain constraints, for example, when the velocities are much smaller than the
speed of light. Scientific abstractions, or laws such as Newton’s, are simple and
easy to use, and enable us to harness and use the properties of nature.

Electrical engineering and computer science, or electrical engineering for
short, is one of many engineering disciplines. Electrical engineering is the
purposeful use of Maxwell’s Equations (or Abstractions) for electromagnetic
phenomena. To facilitate our use of electromagnetic phenomena, electrical
engineering creates a new abstraction layer on top of Maxwell’s Equations
called the lumped circuit abstraction. By treating the lumped circuit abstrac-
tion layer, this book provides the connection between physics and electrical
engineering. It unifies electrical engineering and computer science as the art
of creating and exploiting successive abstractions to manage the complexity of
building useful electrical systems. Computer systems are simply one type of
electrical system.

The abstraction mechanism is very powerful because it can make the
task of building complex systems tractable. As an example, consider the force
equation:

F = ma. (1.1)

3
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The force equation enables us to calculate the acceleration of a particle with
a given mass for an applied force. This simple force abstraction allows us to
disregard many properties of objects such as their size, shape, density, and
temperature, that are immaterial to the calculation of the object’s acceleration.
It also allows us to ignore the myriad details of the experiments and observa-
tions that led to the force equation, and accept it as a given. Thus, scientific
laws and abstractions allow us to leverage and build upon past experience and
work. (Without the force abstraction, consider the pain we would have to go
through to perform experiments to achieve the same result.)

Over the past century, electrical engineering and computer science have
developed a set of abstractions that enable us to transition from the physical
sciences to engineering and thereby to build useful, complex systems.

The set of abstractions that transition from science to engineering and
insulate the engineer from scientific minutiae are often derived through the
discretization discipline. Discretization is also referred to as lumping. A discipline
is a self-imposed constraint. The discipline of discretization states that we choose
to deal with discrete elements or ranges and ascribe a single value to each
discrete element or range. Consequently, the discretization discipline requires
us to ignore the distribution of values within a discrete element. Of course, this
discipline requires that systems built on this principle operate within appropriate
constraints so that the single-value assumptions hold. As we will see shortly,
the lumped circuit abstraction that is fundamental to electrical engineering and
computer science is based on lumping or discretizing matter.1 Digital systems
use the digital abstraction, which is based on discretizing signal values. Clocked
digital systems are based on discretizing both signals and time, and digital
systolic arrays are based on discretizing signals, time and space.

Building upon the set of abstractions that define the transition from physics
to electrical engineering, electrical engineering creates further abstractions to
manage the complexity of building large systems. A lumped circuit element
is often used as an abstract representation or a model of a piece of mate-
rial with complicated internal behavior. Similarly, a circuit often serves as an
abstract representation of interrelated physical phenomena. The operational
amplifier composed of primitive discrete elements is a powerful abstraction
that simplifies the building of bigger analog systems. The logic gate, the digital
memory, the digital finite-state machine, and the microprocessor are themselves
a succession of abstractions developed to facilitate building complex computer
and control systems. Similarly, the art of computer programming involves
the mastery of creating successively higher-level abstractions from lower-level
primitives.

1. Notice that Newton’s laws of physics are themselves based on discretizing matter. Newton’s laws
describe the dynamics of discrete bodies of matter by treating them as point masses. The spatial
distribution of properties within the discrete elements are ignored.
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F IGURE 1.1 Sequence of
courses and the abstraction layers
introduced in a possible EECS
course sequence that ultimately
results in the ability to create the
computer game “Doom,” or a
mixed-signal (containing both
analog and digital components)
microprocessor supervisory circuit
such as that shown in Figure 1.2.

F IGURE 1.2 A photograph of
the MAX807L microprocessor
supervisory circuit from Maxim
Integrated Products. The chip is
roughly 2.5 mm by 3 mm. Analog
circuits are to the left and center of
the chip, while digital circuits are to
the right. (Photograph Courtesy of
Maxim Integrated Products.)

Figures 1.1 and 1.3 show possible course sequences that students might
encounter in an EECS (Electrical Engineering and Computer Science) or an EE
(Electrical Engineering) curriculum, respectively, to illustrate how each of the
courses introduces several abstraction layers to simplify the building of useful
electronic systems. This sequence of courses also illustrates how a circuits and
electronics course using this book might fit within a general EE or EECS course
framework.

1.2 T H E L U M P E D C I R C U I T A B S T R A C T I O N

Consider the familiar lightbulb. When it is connected by a pair of cables to
a battery, as shown in Figure 1.4a, it lights up. Suppose we are interested in
finding out the amount of current flowing through the bulb. We might go about
this by employing Maxwell’s equations and deriving the amount of current by
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F IGURE 1.3 Sequence of
courses and the abstraction layers
that they introduce in a possible EE
course sequence that ultimately
results in the ability to create a
wireless Bluetooth analog
front-end chip.
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F IGURE 1.4 (a) A simple
lightbulb circuit. (b) The lumped
circuit representation.
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a careful analysis of the physical properties of the bulb, the battery, and the
cables. This is a horrendously complicated process.

As electrical engineers we are often interested in such computations in order
to design more complex circuits, perhaps involving multiple bulbs and batteries.
So how do we simplify our task? We observe that if we discipline ourselves to
asking only simple questions, such as what is the net current flowing through
the bulb, we can ignore the internal properties of the bulb and represent the
bulb as a discrete element. Further, for the purpose of computing the current,
we can create a discrete element known as a resistor and replace the bulb with
it.2 We define the resistance of the bulb R to be the ratio of the voltage applied
to the bulb and the resulting current through it. In other words,

R = V/I.

Notice that the actual shape and physical properties of the bulb are irrelevant
provided it offers the resistance R. We were able to ignore the internal properties
and distribution of values inside the bulb simply by disciplining ourselves not
to ask questions about those internal properties. In other words, when asking
about the current, we were able to discretize the bulb into a single lumped
element whose single relevant property was its resistance. This situation is

2. We note that the relationship between the voltage and the current for a bulb is generally much
more complicated.
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analogous to the point mass simplification that resulted in the force relation in
Equation 1.1, where the single relevant property of the object is its mass.

As illustrated in Figure 1.5, a lumped element can be idealized to the point

Terminal Terminal

Element

F IGURE 1.5 A lumped element.

where it can be treated as a black box accessible through a few terminals. The
behavior at the terminals is more important than the details of the behavior
internal to the black box. That is, what happens at the terminals is more impor-
tant than how it happens inside the black box. Said another way, the black box
is a layer of abstraction between the user of the bulb and the internal structure
of the bulb.

The resistance is the property of the bulb of interest to us. Likewise, the
voltage is the property of the battery that we most care about. Ignoring, for
now, any internal resistance of the battery, we can lump the battery into a
discrete element called by the same name supplying a constant voltage V, as
shown in Figure 1.4b. Again, we can do this if we work within certain con-
straints to be discussed shortly, and provided we are not concerned with the
internal properties of the battery, such as the distribution of the electrical field.
In fact, the electric field within a real-life battery is horrendously difficult to chart
accurately. Together, the collection of constraints that underlie the lumped cir-
cuit abstraction result in a marvelous simplification that allows us to focus on
specifically those properties that are relevant to us.

Notice also that the orientation and shape of the wires are not relevant
to our computation. We could even twist them or knot them in any way.
Assuming for now that the wires are ideal conductors and offer zero resistance,3

we can rewrite the bulb circuit as shown in Figure 1.4b using lumped circuit
equivalents for the battery and the bulb resistance, which are connected by ideal
wires. Accordingly, Figure 1.4b is called the lumped circuit abstraction of the
lightbulb circuit. If the battery supplies a constant voltage V and has zero internal
resistance, and if the resistance of the bulb is R, we can use simple algebra to
compute the current flowing through the bulb as

I = V/R.

Lumped elements in circuits must have a voltage V and a current I defined
for their terminals.4 In general, the ratio of V and I need not be a constant.
The ratio is a constant (called the resistance R) only for lumped elements that

3. If the wires offer nonzero resistance, then, as described in Section 1.6, we can separate each wire
into an ideal wire connected in series with a resistor.

4. In general, the voltage and current can be time varying and can be represented in a more general
form as V(t) and I(t). For devices with more than two terminals, the voltages are defined for any
terminal with respect to any other reference terminal, and the currents are defined flowing into
each of the terminals.
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obey Ohm’s law.5 The circuit comprising a set of lumped elements must also
have a voltage defined between any pair of points, and a current defined into
any terminal. Furthermore, the elements must not interact with each other
except through their terminal currents and voltages. That is, the internal physical
phenomena that make an element function must interact with external electrical
phenomena only at the electrical terminals of that element. As we will see in
Section 1.3, lumped elements and the circuits formed using these elements must
adhere to a set of constraints for these definitions and terminal interactions to
exist. We name this set of constraints the lumped matter discipline.

The lumped circuit abstraction Capped a set of lumped elements that obey the
lumped matter discipline using ideal wires to form an assembly that performs
a specific function results in the lumped circuit abstraction.

Notice that the lumped circuit simplification is analogous to the point-mass
simplification in Newton’s laws. The lumped circuit abstraction represents the
relevant properties of lumped elements using algebraic symbols. For exam-
ple, we use R for the resistance of a resistor. Other values of interest, such
as currents I and voltages V, are related through simple functions. The
ease of using algebraic equations in place of Maxwell’s equations to design
and analyze complicated circuits will become much clearer in the following
chapters.

The process of discretization can also be viewed as a way of modeling
physical systems. The resistor is a model for a lightbulb if we are interested in
finding the current flowing through the lightbulb for a given applied voltage.
It can even tell us the power consumed by the lightbulb. Similarly, as we will
see in Section 1.6, a constant voltage source is a good model for the battery
when its internal resistance is zero. Thus, Figure 1.4b is also called the lumped
circuit model of the lightbulb circuit. Models must be used only in the domain
in which they are applicable. For example, the resistor model for a lightbulb
tells us nothing about its cost or its expected lifetime.

The primitive circuit elements, the means for combining them, and the
means of abstraction form the graphical language of circuits. Circuit theory is a
well established discipline. With maturity has come widespread utility. The lan-
guage of circuits has become universal for problem-solving in many disciplines.
Mechanical, chemical, metallurgical, biological, thermal, and even economic
processes are often represented in circuit theory terms, because the mathematics
for analysis of linear and nonlinear circuits is both powerful and well-developed.
For this reason electronic circuit models are often used as analogs in the study of
many physical processes. Readers whose main focus is on some area of electri-
cal engineering other than electronics should therefore view the material in this

5. Observe that Ohm’s law itself is an abstraction for the electrical behavior of resistive material that
allows us to replace tables of experimental data relating V and I by a simple equation.
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book from the broad perspective of an introduction to the modeling of dynamic
systems.

1.3 T H E L U M P E D M A T T E R D I S C I P L I N E

The scope of these equations is remarkable, including as it does the fundamen-
tal operating principles of all large-scale electromagnetic devices such as motors,
cyclotrons, electronic computers, television, and microwave radar.

h a l l i d a y a n d r e s n i c k o n m a x w e l l ’ s e q u a t i o n s

Lumped circuits comprise lumped elements (or discrete elements) con-

I

V+ -

F IGURE 1.6 A lumped circuit
element.

nected by ideal wires. A lumped element has the property that a unique terminal
voltage V(t) and terminal current I(t) can be defined for it. As depicted in
Figure 1.6, for a two-terminal element, V is the voltage across the terminals
of the element,6 and I is the current through the element.7 Furthermore, for
lumped resistive elements, we can define a single property called the resistance R
that relates the voltage across the terminals to the current through the terminals.

The voltage, the current, and the resistance are defined for an element
only under certain constraints that we collectively call the lumped matter dis-
cipline (LMD). Once we adhere to the lumped matter discipline, we can make
several simplifications in our circuit analysis and work with the lumped circuit
abstraction. Thus the lumped matter discipline provides the foundation for the
lumped circuit abstraction, and is the fundamental mechanism by which we are
able to move from the domain of physics to the domain of electrical engineer-
ing. We will simply state these constraints here, but relegate the development
of the constraints of the lumped matter discipline to Section A.1 in Appendix A.
Section A.2 further shows how the lumped matter discipline results in the sim-
plification of Maxwell’s equations into the algebraic equations of the lumped
circuit abstraction.

The lumped matter discipline imposes three constraints on how we choose
lumped circuit elements:

1. Choose lumped element boundaries such that the rate of change of
magnetic flux linked with any closed loop outside an element must be
zero for all time. In other words, choose element boundaries such that

∂�B

∂t
= 0

through any closed path outside the element.

6. The voltage across the terminals of an element is defined as the work done in moving a unit
charge (one coulomb) from one terminal to the other through the element against the electrical
field. Voltages are measured in volts (V), where one volt is one joule per coulomb.

7. The current is defined as the rate of flow of charge from one terminal to the other through the
element. Current is measured in amperes (A) , where one ampere is one coulomb per second.
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2. Choose lumped element boundaries so that there is no total time varying
charge within the element for all time. In other words, choose element
boundaries such that

∂q

∂t
= 0

where q is the total charge within the element.

3. Operate in the regime in which signal timescales of interest are much
larger than the propagation delay of electromagnetic waves across the
lumped elements.

The intuition behind the first constraint is as follows. The definition of the
voltage (or the potential difference) between a pair of points across an element
is the work required to move a particle with unit charge from one point to the
other along some path against the force due to the electrical field. For the lumped
abstraction to hold, we require that this voltage be unique, and therefore the
voltage value must not depend on the path taken. We can make this true by
selecting element boundaries such that there is no time-varying magnetic flux
outside the element.

If the first constraint allowed us to define a unique voltage across the
terminals of an element, the second constraint results from our desire to define
a unique value for the current entering and exiting the terminals of the element.
A unique value for the current can be defined if we do not have charge buildup
or depletion inside the element over time.

Under the first two constraints, elements do not interact with each other
except through their terminal currents and voltages. Notice that the first two
constraints require that the rate of change of magnetic flux outside the elements
and net charge within the elements is zero for all time.8 It directly follows that
the magnetic flux and the electric fields outside the elements are also zero.
Thus there are no fields related to one element that can exert influence on
the other elements. This permits the behavior of each element to be ana-
lyzed independently.9 The results of this analysis are then summarized by the

8. As discussed in Appendix A, assuming that the rate of change is zero for all time ensures that
voltages and currents can be arbitrary functions of time.

9. The elements in most circuits will satisfy the restriction of non-interaction, but occasionally they
will not. As will be seen later in this text, the magnetic fields from two inductors in close proximity
might extend beyond the material boundaries of the respective inductors inducing significant electric
fields in each other. In this case, the two inductors could not be treated as independent circuit
elements. However, they could perhaps be treated together as a single element, called a transformer,
if their distributed coupling could be modeled appropriately. A dependent source is yet another
example of a circuit element that we will introduce later in this text in which interacting circuit
elements are treated together as a single element.
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relation between the terminal current and voltage of that element, for example,
V = IR. More examples of such relations, or element laws, will be presented in
Section 1.6.2. Further, when the restriction of non-interaction is satisfied, the
focus of circuit operation becomes the terminal currents and voltages, and not
the electromagnetic fields within the elements. Thus, these currents and voltages
become the fundamental signals within the circuit. Such signals are discussed
further in Section 1.8.

Let us dwell for a little longer on the third constraint. The lumped element
approximation requires that we be able to define a voltage V between a pair of
element terminals (for example, the two ends of a bulb filament) and a current
through the terminal pair. Defining a current through the element means that
the current in must equal the current out. Now consider the following thought
experiment. Apply a current pulse at one terminal of the filament at time instant
t and observe both the current into this terminal and the current out of the
other terminal at a time instant t + dt very close to t. If the filament were
long enough, or if dt were small enough, the finite speed of electromagnetic
waves might result in our measuring different values for the current in and the
current out.

We cannot make this problem go away by postulating constant currents
and voltages, since we are very much interested in situations such as those
depicted in Figure 1.7, in which a time-varying voltage source drives a circuit.

Instead, we fix the problem created by the finite propagation speeds of
electromagnetic waves by adding the third constraint, namely, that the timescale
of interest in our problem be much larger than electromagnetic propagation
delays through our elements. Put another way, the size of our lumped elements
must be much smaller than the wavelength associated with the V and I signals.10

Under these speed constraints, electromagnetic waves can be treated as if
they propagated instantly through a lumped element. By neglecting propagation

R1

R2
v2

+
+

-

Signal
generator -

v(t)

v1

+

-
F IGURE 1.7 Resistor circuit
connected to a signal generator.

10. More precisely, the wavelength that we are referring to is that wavelength of the electromag-
netic wave launched by the signals.
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effects, the lumped element approximation becomes analogous to the point-
mass simplification, in which we are able to ignore many physical properties of
elements such as their length, shape, size, and location.

Thus far, our discussion focused on the constraints that allowed us to treat
individual elements as being lumped. We can now turn our attention to circuits.
As defined earlier, circuits are sets of lumped elements connected by ideal wires.
Currents outside the lumped elements are confined to the wires. An ideal wire
does not develop a voltage across its terminals, irrespective of the amount of
current it carries. Furthermore, we choose the wires such that they obey the
lumped matter discipline, so the wires themselves are also lumped elements.

For their voltages and currents to be meaningful, the constraints that apply
to lumped elements apply to entire circuits as well. In other words, for voltages
between any pair of points in the circuit and for currents through wires to be
defined, any segment of the circuit must obey a set of constraints similar to
those imposed on each of the lumped elements.

Accordingly, the lumped matter discipline for circuits can be stated as

1. The rate of change of magnetic flux linked with any portion of the circuit
must be zero for all time.

2. The rate of change of the charge at any node in the circuit must be zero
for all time. A node is any point in the circuit at which two or more
element terminals are connected using wires.

3. The signal timescales must be much larger than the propagation delay of
electromagnetic waves through the circuit.

Notice that the first two constraints follow directly from the correspond-
ing constraints applied to lumped elements. (Recall that wires are themselves
lumped elements.) So, the first two constraints do not imply any new restrictions
beyond those already assumed for lumped elements.11

The third constraint for circuits, however, imposes a stronger restriction
on signal timescales than for elements, because a circuit can have a much larger
physical extent than a single element. The third constraint says that the cir-
cuit must be much smaller in all its dimensions than the wavelength of light at
the highest operating frequency of interest. If this requirement is satisfied, then
wave phenomena are not important to the operation of the circuit. The circuit
operates quasistatically, and information propagates instantaneously across it.
For example, circuits operating in vacuum or air at 1 kHz, 1 MHz, and 1 GHz
would have to be much smaller than 300 km, 300 m, and 300 mm, respectively.

11. As we shall see in Chapter 9, it turns out that voltages and currents in circuits result in electric
and magnetic fields, thus appearing to violate the set of constraints to which we promised to adhere.
In most cases these are negligible. However, when their effects cannot be ignored, we explicitly
model them using elements called capacitors and inductors.
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Most circuits satisfy such a restriction. But, interestingly, an uninterrupted
5000-km power grid operating at 60 Hz, and a 30-cm computer mother-
board operating at 1 GHz, would not. Both systems are approximately one
wavelength in size so wave phenomena are very important to their operation
and they must be analyzed accordingly. Wave phenomena are now becoming
important to microprocessors as well. We will address this issue in more detail
in Section 1.4.

When a circuit meets these three constraints, the circuit can itself be
abstracted as a lumped element with external terminals for which voltages and
currents can be defined. Circuits that adhere to the lumped matter discipline
yield additional simplifications in circuit analysis. Specifically, we will show in
Chapter 2 that the voltages and currents across the collection of lumped cir-
cuits obey simple algebraic relationships stated as two laws: Kirchhoff’s voltage
law (KVL) and Kirchhoff’s current law (KCL).

1.4 L I M I T A T I O N S O F T H E L U M P E D C I R C U I T
A B S T R A C T I O N

We used the lumped circuit abstraction to represent the circuit pictured in
Figure 1.4a by the schematic diagram of Figure 1.4b. We stated that it was
permissible to ignore the physical extent and topology of the wires connecting
the elements and define voltages and currents for the elements provided they
met the lumped matter discipline.

The third postulate of the lumped matter discipline requires us to limit
ourselves to signal speeds that are significantly lower than the speed of elec-
tromagnetic waves. As technology advances, propagation effects are becoming
harder to ignore. In particular, as computer speeds pass the gigahertz range,
increasing signal speeds and fixed system dimensions tend to break our abstrac-
tions, so that engineers working on the forefront of technology must constantly
revisit the disciplines upon which abstractions are based and prepare to resort
to fundamental physics if the constraints are violated.

As an example, let us work out the numbers for a microprocessor. In a
microprocessor, the conductors are typically encased in insulators such as sil-
icon dioxide. These insulators have dielectric constants nearly four times that
of free space, and so electromagnetic waves travel only half as fast through
them. Electromagnetic waves travel at the speed of approximately 1 foot or
30 cm per nanosecond in vacuum, so they travel at roughly 6 inches or 15 cm
per nanosecond in the insulators. Since modern microprocessors (for exam-
ple, the Alpha microprocessor from Digital/Compaq) can approach 2.5 cm in
size, the propagation delay of electromagnetic waves across the chip is on the
order of 1/6 ns. These microprocessors are approaching a clock rate of 2 GHz
in 2001. Taking the reciprocal, this translates to a clock cycle time of 1/2 ns.
Thus, the wave propagation delay across the chip is about 33% of a clock
cycle. Although techniques such as pipelining attempt to reduce the number of
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elements (and therefore distance) a signal traverses in a clock cycle, certain clock
or power lines in microprocessors can travel the full extent of the chip, and will
suffer this large delay. Here, wave phenomena must be modeled explicitly.

In contrast, slower chips built in earlier times satisfied our lumped matter
discipline more easily. For example, the MIPS microprocessor built in 1984 was
implemented on a chip that was 1 cm on a side. It ran at a speed of 20 MHz,
which translates to a cycle time of 50 ns. The wave propagation delay across
the chip was 1/15 ns, which was significantly smaller then the chip cycle time.

As another example, a Pentium II chip built in 1998 clocked at 400 MHz,
but used a chip size that was more or less the same as that of the MIPS
chip namely, about 1 cm on a side. As calculated earlier, the wave propaga-
tion delay across a 1-cm chip is about 1/15 ns. Clearly the 2.5-ns cycle time of
the Pentium II chip is still significantly larger than the wave propagation delay
across the chip.

Now consider a Pentium IV chip built in 2004 that clocked at 3.4 GHz, and
was roughly 1 cm on a side. The 0.29-ns cycle time is only four times the wave
propagation delay across the chip!

If we are interested in signal speeds that are comparable to the speed of
electromagnetic waves, then the lumped matter discipline is violated, and there-
fore we cannot use the lumped circuit abstraction. Instead, we must resort
to distributed circuit models based on elements such as transmission lines
and waveguides.12 In these distributed elements, the voltages and currents
at any instant of time are a function of the location within the elements. The
treatment of distributed elements are beyond the scope of this book.

The lumped circuit abstraction encounters other problems with time-
varying signals even when signal frequencies are small enough that propaga-
tion effects can be neglected. Let us revisit the circuit pictured in Figure 1.7 in
which a signal generator drives a resistor circuit. It turns out that under certain
conditions the frequency of the oscillator and the lengths and layout of the wires
may have a profound effect on the voltages. If the oscillator is generating a sine
wave at some low frequency, such as 256 Hz (Middle C in musical terms), then
the voltage divider relation developed in Chapter 2 (Equation 2.138) could be
used to calculate with some accuracy the voltage across R2. But if the frequency
of the sine wave were 100 MHz (1 × 108 Hertz), then we have a problem. As
we will see later, capacitive and inductive effects in the resistors and the wires
(resulting from electric fields and magnetic fluxes generated by the signal) will

12. In case you are wondering how the Pentium IV and similar chips get away with high clock
speeds, the key lies in designing circuits and laying them out on the chip in a way that most signals
traverse a relatively small fraction of the chip in a clock cycle. To enable succeeding generations
of the chip to be clocked faster, signals must traverse progressively shorter distances. A technique
called pipelining is the key enabling mechanism that accomplishes this. The few circuits in which
signals travel the length of the chip must be designed with extreme care using transmission line
analysis.



1.5 Practical Two-Terminal Elements C H A P T E R O N E 15

seriously affect the circuit behavior, and these are not currently represented in
our model. In Chapter 9, we will separate these effects into new lumped ele-
ments called capacitors and inductors so our lumped circuit abstraction holds
at high frequencies as well.

All circuit model discussions in this book are predicated on the assumption
that the frequencies involved are low enough that the effects of the fields can be
adequately modeled by lumped elements. In Chapters 1 through 8, we assume
that the frequencies involved are even lower so we can ignore all capacitive and
inductive effects as well.

Are there other additional practical considerations in addition to the con-
straints imposed by the lumped matter discipline? For example, are we justified
in neglecting contact potentials, and lumping all battery effects in V? Can we
neglect all resistance associated with the wires, and lump all the resistive effects
in a series connected resistor? Does the voltage V change when the resistors
are connected and current flows? Some of these issues will be addressed in
Sections 1.6 and 1.7.

1.5 P R A C T I C A L T W O - T E R M I N A L E L E M E N T S

Resistors and batteries are two of our most familiar lumped elements. Such
lumped elements are the primitive building blocks of electronic circuits.
Electronic access to an element is made through its terminals. At times, ter-
minals are paired together in a natural way to form ports. These ports offer an
alternative view of how electronic access is made to an element. An example of
an arbitrary element with two terminals and one port is shown in Figure 1.8.
Other elements may have three or more terminals, and two or more ports.

Most circuit analyses are effectively carried out on circuits containing only
two-terminal elements. This is due in part to the common use of two-terminal
elements, and in part to the fact that most, if not all, elements having more
than two terminals are usually modeled using combinations of two-terminal
elements. Thus, two-terminal elements appear prominently in all electronic

v

i
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+

Terminal

Port

Terminal

Element

F IGURE 1.8 An arbitrary
two-terminal circuit element.
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circuit analyses. In this section, we discuss a couple of familiar examples of
two-terminal elements resistors and batteries.

1.5.1 B A T T E R I E S

Cell phone batteries, laptop batteries, flashlight batteries, watch batteries, car
batteries, calculator batteries, are all common devices in our culture. All are
sources of energy, derived in each case from an internal chemical reaction.

The important specifications for a battery are its nominal voltage, its total
store of energy, and its internal resistance. In this section, we will assume
that the internal resistance of a battery is zero. The voltage measured at the
terminals of a single cell is fundamentally related to the chemical reaction
releasing the energy. In a flashlight battery, for example, the carbon central
rod is approximately 1.5 V positive with respect to the zinc case, as noted
in Figure 1.9a. In a circuit diagram, such a single-cell battery is usually rep-

+

-

1.5 V
V

+

-

(a) (b)

F IGURE 1.9 Symbol for battery.

resented schematically by the symbol shown in Figure 1.9b. Of course, to
obtain a larger voltage, several cells can be connected in series: the positive
terminal of the first cell connected to the negative terminal of the second cell,
and so forth, as suggested pictorially in Figure 1.10. Multiple-cell batteries are
usually represented by the symbol in Figure 1.10b, (with no particular cor-
respondence between the number of lines and the actual number of cells in
series).

+

-
3 V

V
+

-

(a)

(b)

F IGURE 1.10 Cells in series.

The second important parameter of a battery is the total amount of energy
it can store, often measured in joules. However, if you pick up a camcorder or
flashlight battery, you might notice the ratings of ampere-hours or watt-hours.
Let us reconcile these ratings. When a battery is connected across a resistive
load in a circuit, it delivers power. The lightbulb in Figure 1.4a is an example
of a resistive load.

The power delivered by the battery is the product of the voltage and the
current:

p = VI. (1.2)

Power is delivered by the battery when the current I flowing out of the
positive voltage terminal of the battery is positive. Power is measured in watts.
A battery delivers one watt of power when V is one volt and I is one ampere.

Power is the rate of delivery of energy. Thus the amount of energy w
delivered by the battery is the time integral of the power.

If a constant amount of power p is delivered over an interval T, the energy w
supplied is

w = pT. (1.3)

The battery delivers one joule of energy if it supplies one watt of power
over one second. Thus, joules and watt-seconds are equivalent units. Similarly,
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if a battery delivers one watt for an hour, then we say that it has supplied one
watt-hour (3600 joules) of energy.

Assuming that the battery terminal voltage is constant at V, because the
power delivered by the battery is the product of the voltage and the current,
an equivalent indication of the power delivered is the amount of current being
supplied. Similarly, the product of current and the length of time the bat-
tery will sustain that current is an indication of the energy capacity of the
battery. A car battery, for instance, might be rated at 12 V and 50 A-hours.
This means that the battery can provide a 1-A current for 50 hours, or a 100-A
current for 30 minutes. The amount of energy stored in such a battery is

Energy = 12 × 50 = 600 watt-hours = 600 × 3600 = 2.16 × 106 joules.

e x a m p l e 1.1 a l i t h i u m - i o n b a t t e r y A Lithium-Ion (Li-Ion)
battery pack for a camcorder is rated as 7.2 V and 5 W-hours. What are its equivalent
ratings in mA-hours and joules?

Since a joule( J ) is equivalent to a W-second, 5 W-hours is the same as 5 × 3600 =
18000 J.

Since the battery has a voltage of 7.2 V, the battery rating in ampere-hours is 5/7.2 =
0.69. Equivalently, its rating in mA-hours is 690.

e x a m p l e 1.2 e n e r g y c o m p a r i s o n Does a Nickel-Cadmium
(Ni-Cad) battery pack rated at 6 V and 950 mA-hours store more or less energy than
a Li-Ion battery pack rated at 7.2 V and 900 mA-hours?

We can directly compare the two by converting their respective energies into joules. The
Ni-Cad battery pack stores 6 × 950 × 3600/1000 = 20520 J, while the Li-Ion battery
pack stores 7.2 × 900 × 3600/1000 = 23328 J. Thus the Li-Ion battery pack stores
more energy.

When a battery is connected across a resistor, as illustrated in Figure 1.4,
we saw that the battery delivers energy at some rate. The power was the rate
of delivery of energy. Where does this energy go? Energy is dissipated by
the resistor, through heat, and sometimes even light and sound if the resistor
overheats and explodes! We will discuss resistors and power dissipation in
Section 1.5.2.

If one wishes to increase the current capacity of a battery without increas-
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F IGURE 1.11 Cells in parallel.

ing the voltage at the terminals, individual cells can be connected in parallel,
as shown in Figure 1.11. It is important that cells to be connected in paral-
lel be nearly identical in voltage to prevent one cell from destroying another.
For example, a 2-V lead-acid cell connected in parallel with a 1.5 V flashlight
cell will surely destroy the flashlight cell by driving a huge current through it.
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The corresponding constraint for cells connected in series is that the nom-
inal current capacity be nearly the same for all cells. The total energy
stored in a multicell battery is the same for series, parallel, or series-parallel
interconnections.

1.5.2 L I N E A R R E S I S T O R S

Resistors come in many forms (see Figure 1.12), ranging from lengths of

F IGURE 1.12 Discrete resistors
(above), and Deposits integrated-
circuit resistors (below). The image
on the bottom shows a small
region of the MAX807L micro-
processor supervisory circuit from
Maxim Integrated Products, and
depicts an array of silicon-
chromium thin-film resistors, each
with 6 µm width and 217.5 µm
length, and nominal resistance
50 k�. (Photograph Courtesy of
Maxim Integrated Products.)

nichrome wire used in toasters and electric stoves and planar layers of polysili-
con in highly complex computer chips, to small rods of carbon particles encased
in Bakelite commonly found in electronic equipment. The symbol for resistors
in common usage is shown in Figure 1.13.

R

F IGURE 1.13 Symbol for
resistor.

Over some limited range of voltage and current, carbon, wire and
polysilicon resistors obey Ohm’s law:

v = iR (1.4)

that is, the voltage measured across the terminals of a resistor is linearly
proportional to the current flowing through the resistor. The constant of pro-
portionality is called the resistance. As we show shortly, the resistance of a
piece of material is proportional to its length and inversely proportional to its
cross-sectional area.

In our example of Figure 1.4b, suppose that the battery is rated at 1.5 V.
Further assume that the resistance of the bulb is R = 10 �. Assume that the
internal resistance of the battery is zero. Then, a current of i = v/R = 150 mA
will flow through the bulb.

e x a m p l e 1.3 m o r e o n r e s i s t a n c e In the circuit in Figure 1.4b,
suppose that the battery is rated at 1.5 V. Suppose we observe through some means a
current of 500 mA through the resistor. What is the resistance of the resistor?

For a resistor, we know from Equation 1.4 that

R = v

i

Since the voltage v across the resistor is 1.5 V and the current i through the resistor is
500 mA, the resistance of the resistor is 3 �.

The resistance of a piece of material depends on its geometry. As illus-
trated in Figure 1.14, assume the resistor has a conducting channel with
cross-sectional area a, length l, and resistivity ρ. This channel is terminated
at its extremes by two conducting plates that extend to form the two terminals
of the resistor. If this cylindrical piece of material satisfies the lumped matter
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Area a

i

+ -v

l

Resistivity ρ F IGURE 1.14 A cylindrical-wire
shaped resistor.

discipline and obey’s Ohm’s law, we can write13

R = ρ
l

a
(1.5)

Equation 1.5 shows that the resistance of a piece of material is proportional to
its length and inversely proportional to its cross-sectional area.

Similarly, the resistance of a cuboid shaped resistor with length l, width w,
and height h is given by

R = ρ
l

wh
(1.6)

when the terminals are taken at the pair of surfaces with area wh.

e x a m p l e 1.4 r e s i s t a n c e o f a c u b e Determine the resistance
of a cube with sides of length 1 cm and resistivity 10 ohm-cms, when a pair of opposite
surfaces are chosen as the terminals.

Substituting ρ = 10 �-cm, l = 1 cm, w = 1 cm, and h = 1 cm in Equation 1.6, we get
R = 10 �.

e x a m p l e 1.5 r e s i s t a n c e o f a c y l i n d e r By what factor is
the resistance of a wire with cross-sectional radius r greater than the resistance of a wire
with cross-sectional radius 2r?

A wire is cylindrical in shape. Equation 1.5 relates the resistance of a cylinder to its
cross-sectional area. Rewriting Equation 1.5 in terms of the cross-sectional radius r
we have

R = ρ
l

π r 2
.

From this equation it is clear that the resistance of a wire with radius r is four times
greater than that of a wire with cross-sectional radius 2r.

13. See Appendix A.3 for a derivation.
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e x a m p l e 1.6 c a r b o n - c o r e r e s i s t o r s The resistance of small
carbon-core resistors can range from 1 � to 106 �. Assuming that the core of these
resistors is 1 mm in diameter and 5 mm long, what must be the range of resistivity of
the carbon cores?

Given a 1-mm diameter, the cross-sectional area of the core is A ≈ 7.9 × 10−7 m2.
Further, its length is l = 5 × 10−3m. Thus, A/l ≈ 1.6 × 10−4 m.

Finally, using Equation 1.5, with 1 � ≤ R ≤ 106 �, it follows that the approximate
range of its resistivity is 1.6 × 10−4 �m ≤ ρ ≤ 1.6 × 102�m.

e x a m p l e 1.7 p o l y - c r y s t a l l i n e s i l i c o n r e s i s t o r

A thin poly-crystalline silicon resistor is 1 µm thick, 10 µm wide, and 100 µm long,
where 1 µm is 10−6 m. If the resistivity of its poly-crystalline silicon ranges from
10−6 �m to 102 �m, what is the range of its resistance?

The cross-sectional area of the resistor is A = 10−11 m, and its length is l = 10−4 m.
Thus l/A = 107 m−1. Using Equation 1.5, and the given range of resistivity, ρ, the
resistance satisfies 10 � ≤ R ≤ 109 �.

e x a m p l e 1.8 r e s i s t a n c e o f p l a n a r m a t e r i a l s o n

a c h i p Figure 1.15 shows several pieces of material with varying geometries.
Assume all the pieces have the same thickness. In other words, the pieces of material
are planar. Let us determine the resistance of these pieces between the pairs of terminals
shown. For a given thickness, remember that the resistance of a piece of material in the
shape of a cuboid is determined by the ratio of the length to the width of the piece of
material (Equation 1.6). Assuming that Ro is the resistance of a piece of planar material

F IGURE 1.15 Resistors of
various shapes.
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with unit length and width, show that the resistance of a piece of planar material with
length L and width W is (L/W )Ro.

From Equation 1.6, the resistance of a cuboid shaped material with length L,
width W, height H, and resistivity ρ is

R = ρ
L

WH
. (1.7)

We are given that the resistance of a piece of the same material with L = 1 and W = 1
is Ro. In other words,

Ro = ρ
1

H
. (1.8)

Substituting Ro = ρ/H in Equation 1.7, we get

R = L

W
Ro. (1.9)

Now, assume Ro = 2 k� for our material. Recall that Ohms are the unit of resistance
and are written as �. We denote a 1000-� value as kilo-� or k�. Assuming that the
dimensions of the pieces of material shown in Figure 1.15 are in µ-m, or micrometers,
what are their resistances?

First, observe that pieces M1, M2, and M6 must have the same resistance of 2 k� because
they are squares (in Equation 1.9, notice that L/W = 1 for a square).

Second, M3 and M7 must have the same resistance because both have the same ratio
L/W = 3. Therefore, both have a resistance of 3 × 2 = 6 k�. Among them, M4 has
the biggest L/W ratio of 12. Therefore it has the largest resistance of 24 k�. M5 has the
smallest L/W ratio of 1/3, and accordingly has the smallest resistance of 2/3 k�.

Because all square pieces made out of a given material have the same resistance (provided,
of course, the pieces have the same thickness), we often characterize the resistivity of
planar material of a given thickness with

R� = Ro, (1.10)

where Ro is the resistance of a piece of the same material with unit length and width.
Pronounced ‘‘R square,’’ R� is the resistance of a square piece of material.

e x a m p l e 1.9 m o r e o n p l a n a r r e s i s t a n c e s Referring
back to Figure 1.15, suppose an error in the material fabrication process results in each
dimension (L and W) increasing by a fraction e. By what amount will the resistances of
each of the pieces of material change?
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Recall that the resistance R of a planar rectangular piece of material is proportional to
L/W. If each dimension increases by a fraction e, the new length becomes L(1 + e) and
the new width becomes W(1 + e). Notice that the resistance given by

R = L(1 + e)

W(1 + e)
Ro = L

W
Ro

is unchanged.

e x a m p l e 1.10 r a t i o o f r e s i s t a n c e s Referring again to
Figure 1.15, suppose the material fabrication process undergoes a ‘‘shrink’’ to decrease
each dimension (this time around, increasing the thickness H in addition to L and
W) by a fraction α (e.g., α = 0.8). Assume further, that the resistivity ρ changes by
some other fraction to ρ′. Now consider a pair of resistors with resistances R1 and
R2, and original dimensions L1, W1 and L2, W2 respectively, and the same thickness
H. By what fraction does the ratio of the resistance values change after the process
shrink?

From Equation 1.7, the ratio of the original resistance values is given by

R1

R2
= ρL1/(W1H)

ρL2/(W2H)
= L1/W1

L2/W2
.

Let the resistance values after the process shrink be R′
1 and R′

2. Since each dimension
shrinks by the fraction α, each new dimension will be α times the original value. Thus,
for example, the length L1 will change to αL1. Using Equation 1.7, the ratio of the new
resistance values is given by

R′
1

R′
2

= ρ′αL1/(αW1αH)

ρ′αL2/(αW2αH)
= L1/W1

L2/W2

In other words, the ratio of the resistance values is unchanged by the process
shrink.

The ratio property of planar resistance that is that the ratio of the resistances
of rectangular pieces of material with a given thickness and resistivity is independent
of the actual values of the length and the width provided the ratio of the length and the
width is fixed enables us to perform process shrinks (for example, from a 0.25-µm
process to a 0.18-µm process) without needing to change the chip layout. Process
shrinks are performed by scaling the dimensions of the chip and its components by the
same factor, thereby resulting in a smaller chip. The chip is designed such that relevant
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F IGURE 1.16 A silicon wafer.
(Photograph Courtesy of Maxim
Integrated Products.)

F IGURE 1.17 A chip photo of
Intel’s 2-GHz Pentium IV processor
implemented in 0.18µm-technology.
The chip is roughly 1 cm on a side.
(Photograph courtesy of Intel
Corp.)

signal values are derived as a function of resistance ratios,14 thereby ensuring that the
chip manufactured after a process shrink continues to function as before.

VLSI stands for ‘‘Very Large Scale Integration.’’ Silicon-based VLSI is the technology
behind most of today’s computer chips. In this technology, lumped planar elements
such as wires, resistors, and a host of others that we will soon encounter, are fabricated
on the surface of a planar piece of silicon called a wafer (for example, see Figures 1.15
and 1.12). A wafer has roughly the shape and size of a Mexican tortilla or an Indian
chapati (see Figure 1.16). The planar elements are connected together using planar wires
to form circuits. After fabrication, each wafer is diced into several hundred chips or
‘‘dies,’’ typically, each the size of a thumbnail. A Pentium chip, for example, contains
hundreds of millions of planar elements (see Figure 1.17). Chips are attached, or bonded,
to packages (for example, see Figure 12.3.4), which are in turn mounted on a printed-
circuit board along with other discrete components such as resistors and capacitors (for
example, see Figure 1.18) and wired together.

14. We will study many such examples in the ensuing sections, including the voltage divider in
Section 2.3.4 and the inverter in Section 6.8.
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F IGURE 1.18 A printed-circuit
board containing several inter-
connected chip packages and
discrete components such as
resistors (tiny box-like objects) and
capacitors (tall cylindrical objects).
(Photograph Courtesy of Anant
Agarwal, the Raw Group.)

As better processes become available, VLSI fabrication processes undergo periodic
shrinks to reduce the size of chips without needing significant design changes. The
Pentium III, for example, initially appeared in the 0.25-µm process, and later in the
0.18-µm process. The Pentium IV chip shown in Figure 1.17 initially appeared in a
0.18-µm process in the year 2000, and later in 0.13-µm and 0.09-µm processes in
2001 and 2004, respectively.

There are two important limiting cases of the linear resistor: open circuits
and short circuits. An open circuit is an element through which no current
flows, regardless of its terminal voltage. It behaves like a linear resistor in the
limit R → ∞.

A short circuit is at the opposite extreme. It is an element across which no
voltage can appear regardless of the current through it. It behaves like a linear
resistor in the limit R → 0. Observe that the short circuit element is the same
as an ideal wire. Note that neither the open circuit nor the short circuit dissipate
power since the product of their terminal variables (v and i ) is identically zero.

Most often, resistances are thought of as time-invariant parameters. But if
the temperature of a resistor changes, then so too can its resistance. Thus, a
linear resistor can be a time-varying element.

The linear resistor is but one example of a larger class of resistive elements.
In particular, resistors need not be linear; they can be nonlinear as well. In
general, a two-terminal resistor is any two-terminal element that has an alge-
braic relation between its instantaneous terminal current and its instantaneous
terminal voltage. Such a resistor could be linear or nonlinear, time-invariant or
time-varying. For example, elements characterized by the following element
relationships are all general resistors:

Linear resistor: v(t) = i(t)R(t)

Linear, time-invariant resistor: v(t) = i(t)R

Nonlinear resistor: v(t) = Ki(t)3
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However, as introduced in Chapter 9, elements characterized by these
relationships are not general resistors:

v(t) = L
di(t)

dt

v(t) = 1

C

∫ t

−∞
i(t′)dt′

What is important about the general resistor is that its terminal current
and voltage depend only on the instantaneous values of each other. For our
convenience, however, an unqualified reference to a resistor in this book means
a linear, time-invariant resistor.

1.5.3 A S S O C I A T E D V A R I A B L E S C O N V E N T I O N

Equation 1.4 implies a specific relation between reference directions chosen for
voltage and current. This relation is shown explicitly in Figure 1.19: the arrow

v

Ri

+ -

F IGURE 1.19 Definition of
terminal variables v and i for the
resistor.

that defines the positive flow of current (flow of positive charge) is directed in at
the resistor terminal assigned to be positive in voltage. This convention, referred
to as associated variables, is generalized to an arbitrary element in Figure 1.20
and will be followed whenever possible in this text. The variables v and i are
called the terminal variables for the element. Note that the values of each of
these variables may be positive or negative depending on the actual direction
of current flow or the actual polarity of the voltage.

i

v

i

-

+

F IGURE 1.20 Definition of the
terminal variables v and i for a
two-terminal element under the
associated variables convention.

Associated Variables Convention Define current to flow in at the device
terminal assigned to be positive in voltage.

When the voltage v and current i for an element are defined under the
associated variables convention, the power into the element is positive when
both v and i are positive. In other words, energy is pumped into an element
when a positive current i is directed into the voltage terminal marked positive.
Depending on the type of element, the energy is either dissipated or stored.
Conversely, power is supplied by an element when a positive current i is directed
out of the voltage terminal marked positive. When the terminal variables for a
resistor are defined according to associated variables, the power dissipated in
the resistor is a positive quantity, an intuitively satisfying result.

While Figure 1.20 is quite simple, it nonetheless makes several important
points. First, the two terminals of the element in Figure 1.20 form a single port
through which the element is addressed. Second, the current i circulates through
that port. That is, the current that enters one terminal is instantaneously equal
to the current that exits the other terminal. Thus, according to the lumped
matter discipline, net charge cannot accumulate within the element. Third, the
voltage v of the element is defined across the port. Thus, the element is assumed
to respond only to the difference of the electrical potentials at its two terminals,
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